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Abstract

Parallel server systems are ubiquitous. Multicore CPUs are in practically every personal device from mobile
handsets to high-end desktop PCs. At larger scale, data centers consist of a huge number of physical servers
often shared by multiple users (for economic reasons). Moreover, the simultaneous users are typically unaware of
each other due to reasons that can be technical (cf. security & privacy), practical (coordination layer would add
complexity) and business related (usage can be business sensitive information). The workload patterns of different
users may also vary significantly. This results in unpredictable and often long response times. We study means for
tackling these challenges. In particular, we consider a model where multiple users (dispatchers) route their jobs to
a pool of servers using uncoordinated static dispatching policies. The goal is to determine how different policies
interact: whether users’ decisions support each other, or if some decisions are simply counterproductive. The lack
of proper coordination is shown to increase the mean response times, with two common and robust dispatching
policies: Size-Interval-Task Assignment (SITA) and Round-Robin (RR). We refer to this phenomenon as the price
of ignorance.

1 Introduction

We focus on large systems where multiple users share the same computing resources for economic reasons. By user
we mean a general entity that generates computing jobs. It may correspond, e.g., to a single person running a batch of
Monte Carlo simulations, or a company processing web page requests of their clients. Typical examples are computer
centers and data centers in general. We assume that server state information is unavailable to the users, and that they
dispatch jobs to servers upon arrival. Multiple dispatchers may be needed for different reasons. For example, the
sheer volume of jobs may be so large that also the (dispatching) load must be shared between multiple units. In this
case, it makes sense to assume that the operation between different units can be coordinated. In contrast, our focus is
in scenarios where multiple parties, unaware of each other, share the same resources without coordination.

Most of the literature for state-independent routing has assumed a single dispatcher. The most common static
dispatching rules are random (RND) or Bernoulli splitting and round robin (RR), and, when job sizes are know, Size-
Interval-Task-Assigntment (SITA). These can be shown to be optimal given certain informational constraints, and
have been shown to work well in practice, see, e.g., [1, 2, 3] and [4, 5, 6, 7].

It turns out that systems with multiple dispatchers have received far less attention than systems with a single
dispatcher. This is somewhat surprising as one main argument for static policies (i.e., policies that are independent of
the state of the servers) is the scalability in terms of parallel dispatchers. Recently, Doncel et al. [8] study the static
Size-Interval-Task Assignment (SITA) policies for systems where coordination between the dispatchers is assumed.
In particular, it is assumed that each dispatcher is allocated its own set of servers, and therefore no (stochastic)
interactions are present. In contrast, in [9], we considered the situation where dispatchers, unaware of each other,
share the same set of servers. The dispatchers do not have a common ordering of the servers and dispatcher-specific
workloads are homogeneous (arrival process and service time distribution). In this paper, an extended version of
[9], we consider a significantly more general setting where the dispatcher-specific workloads are heterogeneous.
Moreover, in addition to the scenario where the pool of servers is unordered and each dispatcher independently orders
them randomly (as in [9]), we also consider the scenario where servers have a common order for all dispatchers and
dispatchers assign their respective size-intervals accordingly to the same servers. The latter obviously improves the
performance. We give exact closed-form results that quantify the performance with SITA in all possible cases. For
Round-Robin (RR) we resort to simulation experiments and analysis in the heavy traffic limit. Both policies reveal
interesting and different behavior as a function of the number of servers, the number of dispatchers and the offered
load. We define the “price of ignorance,” to measure the performance degradation due to multiple uncoordinated
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Figure 1: Multiple dispatching systems, unaware of each other, utilizing the same pool of servers.

Table 1: Notation:
n the number of servers
k the number of dispatchers
λ(i) the job arrival rate to dispatcher i
Λ the total job arrival rate to the system, Λ =

∑
i λ

(i)

X(i) the (random) service time distribution at dispatcher i
X the (random) service time distribution to the system
λ̃ the (random) job arrival rate to a fixed server
X̃ the (random) service time distribution at a fixed server
ρ the offered load per server, ρ = Λ E[X]/n
ρi the offered load originating from dispatcher i
η(x) the nominal cumulative load, η(x) =

∫ x
0 t · f(t) dt

dispatchers, and show how it degrades in the number of dispatchers. We find, surprisingly, that under RR in heavy
traffic the price of ignorance vanishes. This is not true for SITA.

We note that if dynamic policies, such as join-the-shortest queue (JSQ), are permitted, dispatcher coordination
is not an issue. However, in many applications it is not possible to transmit server state information from all the
servers to all the dispatchers. Attractive solutions that address the scalability exist. For example, one could employ
the power-of-d or the join-the-idle-queue (JIQ) policies that scale well, see, e.g., [10, 11, 12] and [13]. However, both
need appropriate feedback from the servers that may not be available.

Another important approach to dispatching is job replication [14, 15, 16, 17, 18, 19, 20]. For example, with
redundancy-d, a dispatcher forwards a copy of the job to d randomly chosen servers. The copy that finishes first
is used. The idea is that this way most jobs find a fast way through the system. However, due to multiple copies,
load in the system tends to increase. Moreover, job replication requires extra communication between servers for
cancellation message passing. In this paper, we focus on policies that do not require communication between servers
and dispatchers, nor among dispatchers, nor among servers.

The rest of the paper is organized as follows. First, in Section 2, we introduce our model for the multi-dispatcher
system. In Sections 3 and 4, we analyze SITA and RR policies, and Section 5 concludes the paper.

2 Model and Preliminaries

The system depicted in Figure 1 consists of k dispatchers receiving jobs according to Poisson processes at rates
λ(1), . . . , λ(k). Similarly, the job-size distributions are dispatchers specific, X(1), . . . , X(k). The total arrival rate
to the system is Λ = λ(1) + . . . + λ(k), and the job-sizes at the system level obey the corresponding compound
distribution denoted by X . Dispatchers have homogeneous workloads when λ(i) = Λ/k and X(i) ∼ X .

The task of a dispatcher is to route each job immediately upon an arrival to one of the servers. The server pool
consists of n identical servers. First-come-first-served (FCFS) scheduling is assumed. With FCFS, it is well-known
that variability in job sizes translates to long delays (cf. the Pollaczek-Khinchine formula for the mean waiting time).
The offered load (per server) is thus

ρ =
ΛE[X]

n
= ρ1 + . . .+ ρk,

where ρi = λ(i) E[X(i)]/n denotes the load originating from dispatcher i. It is assumed that ρ < 1 for stability. The
notation is summarized in Table 1.

The basic performance metric is the mean waiting time for service (in queue). The key dimension we explore in
this paper is the performance degradation due to uncoordinated dispatching decisions, i.e., the price of ignorance.
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We assume that the dispatchers are completely unaware of each other. The pool of servers is either an unordered set
or an ordered set. In the unordered case, each dispatcher uses a random numbering of the servers i.e., no coordination
for the role of each server can take place. In the latter case, the pool of servers is assumed to be numbered and the
dispatching policy can assign different “roles” based on this identification number. With SITA, this means assigning
jobs of similar size to the same server. Otherwise, there are no status updates or initial communication prior to the
start of operation. Moreover, we assume that no information about the total number of dispatchers k is available to
any individual dispatcher.

These scenarios may arise, e.g., in computing centers whenever multiple parties submit their tasks concurrently
and independently of each other. The policy of the computer center may request users, e.g., to submit short jobs to
certain servers.

The random split dispatching rule (RND) assigns jobs at random and thus all dispatchers make statistically the
same decision. With SITA, the decision depends on the size of the job and the dispatcher-specific numbering of the
servers. If the pool of servers is ordered, then SITA can utilize this information to combine jobs of similar type
together. With RR, the decision depends on which server the given dispatcher sent its previous job to. Thus, with all
three policies, the dispatching decision is independent of the state of the servers, but with SITA and RR the destination
of a new job depends on the dispatcher handling it. It turns out that the performance decreases as a function of k due to
the lack of coordination for these two policies. Quantifying the performance deterioration (i.e., the price of ignorance)
with SITA and RR in these different scenarios is the main contribution of this paper.

3 Static Policies

A dispatching policy is static if its decision is independent of past decisions and the state of the queues. Consequently,
these policies scale extremely well in the number of servers as no communication is needed between the dispatchers
and servers, nor among the dispatchers. The downside is that their performance is typically worse than that of an
adequate dynamic policy. First we recap the situation with a single dispatcher for completeness (see [9]), and then
consider a system with multiple dispatchers.

3.1 Single Dispatcher

Let us consider a system comprising a single dispatcher routing jobs to n servers. Jobs arrive according to a Poisson
process at rate Λ and their sizes are i.i.d. random variables, denoted by X . The n servers are identical and follow the
FCFS queueing discipline. Given the dispatcher employs a static policy, the system decomposes into n independent
M/G/1 queues, and the mean waiting time for any fixed server is given by the Pollaczek-Khinchine (PK) formula,

E[W̃ ] =
λ̃E[X̃2]

2(1− ρ̃)
=

ρ̃

2(1− ρ̃)
× E[X̃2]

E[X̃]
, (1)

where λ̃, X̃ and ρ̃ = λ̃E[X̃] denote the arrival rate, job size and the offered load at the given server, which all depend
on the static policy splitting the Poisson stream of new jobs among the n servers.

Two popular static dispatching policies are the Bernoulli split (RND) and the size-interval-task-assignment (SITA)
[21].

Definition 1 Random Bernoulli split (RND) routes jobs independently at random according to probabilities p1, . . . , pn,
one for each server, such that p1 + . . .+ pn = 1. In general, the probabilities can be dispatcher specific.

Definition 2 Size-interval-task-assignment (SITA) has n + 1 threshold parameters ξ0 < . . . < ξn that split the
possible job sizes into n disjoint intervals,

[ξ0, ξ1), [ξ1, ξ2), . . . , [ξn−1, ξn).

SITA routes a job to server i if its size belongs to the ith size-interval. It is customary that ξ0 = 0 and ξn =∞. With
multiple dispatchers, the size intervals can be dispatcher specific.

It is worth noting that SITA, with optimized thresholds (SITA-opt), has been shown to be the optimal static policy for
FCFS servers with respect to the mean response time [6] when job sizes are known and past decisions are unknown.
In this paper, however, we focus on load balancing versions of RND and SITA. In our context, this is a fair assumption
as the dispatching policies are assumed to be unaware of each other. Thus, as a “gentlemen’s agreement”, they are
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Figure 2: Thresholds ξi with SITA when X ∼ U(0, 2) and X ∼ Exp(µ) for n = 2, 22, . . . , 25 servers. The upper
curves correspond to x f(x) and

∫ ξi
ξi−1

x f(x) dx is equal to E[X]/n for all i.

expected to balance the load by utilizing all servers equally. Moreover, we assume that the number of servers, n,
is known, and they are identical. (If we have sets of servers with different speeds, our analysis can be applied for
dispatching within each homogeneous set.) Therefore, we will choose the parameters of RND and SITA so that the
load for each server is ρ = Λ E[X]/n. That is, our RND uses pi = 1/n for all i. Similarly, SITA with equal load has
well-defined thresholds that depend solely on the job size distribution.

Definition 3 (Nominal cumulative load) For (continuous) job size distribution f(t), the nominal cumulative load is

η(x) ,
∫ x

0
t · f(t) dt. (2)

Thus, limx→∞ η(x) = E[X]. Given η(x), the SITA thresholds for n identical servers are obtained by solving for ξi
from

η(ξi) =
i

n
E[X], i = 1, . . . , (n− 1).

As an example, with X ∼ Exp(µ), we have

η(x) = (1− (1 + µx)e−µx)/µ,

from which SITA thresholds ξi can be easily determined. The resulting thresholds are illustrated in Figure 2.
We call jobs that fall into the ith interval type i jobs. Letting Xi be the job size of a type i job,

Xi = (X | ξi−1 ≤ X < ξi),

and letting bi be the probability a random job is a type i job, we have bi E[Xi] = E[X]/n for all i. Note that the
thresholds ξi, and therefore also Xi and bi, are independent of ρ.

From (1), The mean waiting time with RND is given by,

E[WRND] =
ρ

2(1− ρ)
× E[X2]

E[X]
. (3)

Lemma 1 The mean waiting time with SITA is given by,

E[W SITA] =
ρ

2(1− ρ)
× n

E[X]

n∑
i=1

bisi, (4)

where

bi ,
∫ ξi

ξi−1

f(x) dx, and si ,
∫ ξi

ξi−1

x2f(x) dx. (5)

Proof: The mean waiting time with SITA is,

E[W SITA] =

n∑
i=1

bi ·
ρ

2(1− ρ)
· E[X2

i ]

E[Xi]
,

and as bi E[Xi] = E[X]/n,

E[W SITA] =
ρ

2(1− ρ)
× n

E[X]

n∑
i=1

(bi)
2 · E[X2

i ].

Substituting si = bi E[X2
i ] yields (4). �
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Remark 3.1 The relative performance improvement with SITA over RND in terms of mean waiting time does not
depend on Λ,

E[W SITA]

E[W RND]
= β(X,n) ∀Λ, (6)

where,

β(X,n) ,
n

E[X2]

n∑
i=1

bisi,

is independent of the offered load ρ.

Proposition 1
E[W SITA] < E[W RND]. (7)

Proof: From (6), we need to show that (for n ≥ 2)

n∑
i=1

bisi <
E[X2]

n
=

n∑
i=1

1

n
si.

Because ξi is strictly increasing in i, so is E[Xi]. As bi E[Xi] = E[X]/n for all i, we must have bi strictly decreasing
in i. Thus it is sufficient to show that si is strictly increasing in i. This follows from

ξi−1

∫ ξi

ξi−1

x f(x) dx <

∫ ξi

ξi−1

x2 f(x) dx < ξi

∫ ξi

ξi−1

x f(x) dx,

yielding

ξi−1
E[X]

n
< si < ξi

E[X]

n
, (8)

which implies that si is strictly increasing in i. �
The following corollary shows that the performance with SITA improves as the number of servers grows large.

Corollary 1 Consider dispatching systems with n and mn servers, m = 2, 3, . . . , both routing jobs according to
SITA under the same load ρ. The mean waiting time is lower in the larger system.

Proposition 2 AssumeX is a continuous random variable with a continuous pdf f(x) such that E[X] and E[X2] are
finite. The mean waiting time for single-dispatcher systems with SITA in the limit as n→∞ with ρ fixed is

E[W SITA]→ ρE[X]

2(1− ρ)
as n→∞. (9)

Proof: Let us first assume that X is supported on a bounded interval (u, v),
Then η(v) = E[X], and we can set ξ0 = u and ξn = v so that the lengths of all size-intervals, ∆i = ξi − ξi−1,

tend to zero as n increases. The key observation is that in the limit the variance at each server goes to 0, so E[X2]→
E[X]2, which yields the result.

More precisely, the mean waiting time with SITA is (4)

E[W ] =
ρ

2(1− ρ) E[X]
× n

n∑
i=1

bisi. (10)

For large n, biξi → E[X]/n, and si → ξ2i f(ξi) ∆i, so that∑
i

nbisi = E[X]
∑
i

ξi f(ξi) ∆i → E[X]2.

Substituting the above into (10) yields (9).
Consider next the case with unbounded support so that

P{X > x} > 0, ∀x > 0. (11)
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Figure 3: Two dispatchers routing jobs to a small pool of two servers.

The expression (10) for the mean waiting time can be written as,

E[W ] =
ρ

2(1− ρ) E[X]
×

[
n
n−1∑
i=1

bisi + nbnsn

]
.

The sum includes a finite interval [ξ0, ξn−1), which will be covered by arbitrarily small intervals as n increases (when
n doubles, each size-interval is split into two). In contrast, given (11), we have ξn = ∞, so we need to show that
nbnsn → 0 as n→ 0.

According to the load balancing, biE[Xi] = E[X]/n, and we have

nbnsn =
E[X]

bn E[Xn]
· bnsn =

∫ ξn
ξn−1

f(x) dx∫ ξn
ξn−1

x f(x) dx
· sn E[X].

As
∫ ξn
ξn−1

x f(x) dx > ξn−1
∫ ξn
ξn−1

f(x) dx, we obtain

nbnsn <
sn E[X]

ξn−1
<

E[X2] E[X]

ξn−1
.

Given the support of X is unbounded, it follows that ξn−1 →∞ as n→∞, and therefore nbnsn → 0 as n→∞. It
is straightforward to show that this result holds also if f(x) = 0 in some sub-interval(s). �

Recall that the mean waiting time with RND, given by (3), holds for any n. It follows that

1 ≥ E[W SITA]

E[WRND]
≥ E[X]2

E[X2]
,

where the equality on the left holds for n = 1, and on the right in the limit when n→∞.

3.2 Two Dispatchers

Suppose next that the system comprises two servers and two dispatchers, both routing an equal amount of work using
SITA (see Figure 3). Consequently, both dispatchers either send their short jobs (long jobs) to the same server, or
the opposite servers. If the dispatchers manage to agree on the same server for short (and long) jobs, the system
reduces to a single-dispatcher system with SITA. In contrast, if the server assignment is the opposite, both servers
receive both short and long jobs, and the system reduces to a system with RND. Given the dispatchers assign servers
at random, the chances that the dispatchers order the servers the same way is 0.5. Hence, the expected gain from
using SITA, without any coordination when configuring SITA for both dispatchers, is 50% of that achieved with a
single dispatcher.

3.3 Multi-Dispatcher System without Any Coordination

Next we will generalize the system in several ways. First, the number of dispatchers is arbitrary. Second, the arrival
rates to dispatchers can be heterogeneous. Third, also the job size distributions at different dispatchers are heteroge-
neous.

More specifically, let us assume that the system comprises k independent dispatchers routing jobs to n servers, as
illustrated in Figure 1. Dispatcher i receives jobs according to a Poisson process at rate λ(i). Service time distributions,
denoted by X(i), are also dispatcher-specific. The offered load to the system is

ρ =
Λ E[X]

n
=

1

n

∑
i

λ(i) E[X(i)].

Given the dispatchers have static dispatching policies, the system again decomposes into n independent parallel FCFS
M/G/1 queues, and the PK mean value results can be utilized.
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In the most elementary case, each dispatcher uses RND, and the mean waiting time in the system is

E[WRND] =

∑k
i=1 λ

(i) E[(X(i))2]

2(1− ρ)n
. (12)

Next we assume that dispatchers operate independently of each other, and according to SITA. In particular, each
of them splits its own service time distribution X(i) into n intervals so that the load is balanced. Let I(i)j denote the

jth size-interval of dispatcher i, and X(i)
j the corresponding conditional random variable, X(i)

j = (X(i)|X(i) ∈ I(i)j ).
Unaware of each other, each dispatcher numbers the n servers independently at random. The mean waiting time in
this system is given by the following result.

Proposition 3 The expected waiting time in the system with k independent SITA dispatchers with heterogeneous
workloads and n parallel servers is

E[W SITA] =
1

2(1− ρ)

k∑
i=1

λ(i)

1− pi
n

E[(X(i))2] + pi

n∑
j=1

(b
(i)
j )2 E[(X

(i)
j )2]

 , (13)

where pi = λ(i)/Λ is the probability that a job is from dispatcher i, b(i)j denotes the probability that a job from

dispatcher i belongs to the jth size-interval, b(i)j = P{X(i) ∈ I(i)j }.

Proof: We first determine the mean number of waiting jobs in a fixed queue, and then apply Little’s result to the whole
system. The situation is depicted in Figure 4. The mean number of jobs in the queue at an arbitrary server is

E[λ̃2 X̃2]

2(1− ρ)
,

and hence the mean number of jobs in all queues is

E[Nq] = n · E[λ̃2 X̃2]

2(1− ρ)
. (14)

What remains is to determine E[λ̃2 X̃2]. Let random variable Zi denote the index of the size-interval that dispatcher
i assigns to the given queue (see Figure 4). The Zi are independent and uniformly distributed discrete random
variables, P{Zi = j} = 1/n, j = 1, . . . , n. Let λ(i)j and X(i)

j be the arrival rate and random job size that dispatcher
i sends to the fixed queue given Zi = j. Then

E[λ̃2 X̃2] = E

( k∑
i=1

λ
(i)
Zi

)2

·
∑

i λ
(i)
Zi

E[(X
(i)
Zi

)2]∑
i λ

(i)
Zi


= E

[(
k∑
i=1

λ
(i)
Zi

)
·

(∑
i

λ
(i)
Zi

E[(X
(i)
Zi

)2]

)]

= E

 k∑
i=1

(λ
(i)
Zi

)2 E[(X
(i)
Zi

)2] +
k∑
i=1

λ
(i)
Zi

E[(X
(i)
Zi

)2] ·
∑
j 6=i

λ
(j)
Zj


=

k∑
i=1

E
[
(λ

(i)
Zi

)2 E[(X
(i)
Zi

)2]
]

+
k∑
i=1

E
[
λ
(i)
Zi

E[(X
(i)
Zi

)2]
]
·
∑
j 6=i

E
[
λ
(j)
Zj

]
. (15)

First,
k∑
i=1

E
[
(λ

(i)
Zi

)2 E[(X
(i)
Zi

)2]
]

=
k∑
i=1

(λ(i))2

n

n∑
j=1

(b
(i)
j )2 E[(X

(i)
j )2].

Second,
k∑
i=1

E
[
λ
(i)
Zi

E[(X
(i)
Zi

)2]
]

=
k∑
i=1

λ(i)

n

n∑
j=1

b
(i)
j E[(X

(i)
j )2] =

k∑
i=1

λ(i)

n
E[(X(i))2].
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λ(1)
X(1)

λ(2)
X(2)

λ(k)
X(k)

λ
(1)
Z1

λ
(2)
Z2

λ
(k)
Zk

arrival rate: λ̃
service times: X̃

X
(1)
Z1

Figure 4: Derivation of Proposition 3, where a fixed server receives a randomly chosen compound arrival process.

Finally, ∑
j 6=i

E
[
λ
(j)
Zj

]
=
∑
j 6=i

∑
s

1

n
λ(j)s =

1

n
(Λ− λi).

Substituting these into (15), together with (14), a yields

E[Nq] =
1

2(1− ρ)

 k∑
i=1

(λ(i))2
n∑
j=1

(b
(i)
j )2 E[(X

(i)
j )2] +

1

n

k∑
i=1

λ(i) E[(X(i))2](Λ− λi)

 . (16)

Therefore,

E[W ] =
E[Nq]

Λ
=

1

2(1− ρ)

k∑
i=1

λ(i)

1− pi
n

E[(X(i))2] + pi

n∑
j=1

(b
(i)
j )2 E[(X

(i)
j )2]

 .
�

Corollary 2 The mean waiting time with SITA can be expressed as

E[W SITA] = E[W RND]− 1

2(1− ρ)

k∑
i=1

λ(i)pi

 1

n
E[(X(i))2]−

n∑
j=1

(b
(i)
j )2 E[(X

(i)
j )2]

 ,
Note that with k = 1, (13) reduces to (4). Let us next consider what happens when the number of dispatchers

is scaled up by factor m, m = 1, 2, 3, . . ., while keeping the “workload profile” and offered load the same. That
is, suppose the arrival rates are λ(i+jm) = λ̂(i)/m and the job size distributions are X(i+jm) = X̂(i)/m, where
j = 0, . . . , (m − 1), and λ̂(i) and X̂(i) denote the arrival rate and job size distribution of class i (workload profile).
Hence, also pi = p̂i/m.

Corollary 3 When the number of dispatchers is scaled by factor m for a fixed ρ and workload profile, we have

E[W SITA] =
1

2(1− ρ)

k∑
i=1

λ(i)

n

(1− pi
m

) E[(X(i))2] +
pi
m
n

n∑
j=1

(b
(i)
j )2 E[(X

(i)
j )2]

 , (17)

and because, for all i,
1

n
E[(X(i))2] >

n∑
j=1

(b
(i)
j )2 E[(X

(i)
j )2],

(see the proof of Proposition 1), it follows that E[W SITA] increases in m. In particular, when m→∞,

E[W SITA]→ E[W RND].

Similarly, we can study the situation when the number of servers becomes large. In this case, we have the following
result.

Corollary 4 Keeping the ρi fixed as n→∞, we obtain in the limit that

E[W SITA]→ 1

2(1− ρ)

∑
i

ρi E[X(i)]
(

1 + (1− pi) c2v(X(i))
)
,

where ρi = λ(i) E[X(i)], ρ = ρ1 + . . .+ ρk, and c2v(X
(i)) denotes the squared coefficient of variation of X(i).
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3.4 Multi-Dispatcher System with Ordered Servers

Let us next assume that the server pool is ordered and each dispatchers knows which server is suppose to process
which size interval (i.e., where to assign short jobs, and where to assign long jobs). If the dispatchers were homoge-
neous, then the performance would be the same as the performance with just one dispatcher. However, we assume
that the arrival processes to dispatchers are heterogeneous, which will induce a performance degradation.

In this case, we can immediately write the solution,

E[W SITA
ordered] =

n∑
s=1

Λs
Λ
·
∑k

i=1 λ
(i)
s E[(X

(i)
s )2]

2(1− ρ)
, (18)

where Λs denotes the total arrival rate to server s, Λs = λ
(1)
s + . . .+λ

(k)
s . The ratio Λs/Λ is the probability that a job

is routed to server s, and that is then multiplied by the server-specific mean waiting time.

3.5 Multi-Dispatcher System with Identical Workloads and Unordered Servers

Now we assume that all dispatchers receive jobs according to the same process and use SITA. That is, λ(i) = Λ/k
and X(i) ∼ X . In this case, also the size intervals are thus chosen identically, each constituting a type i flow with
parameters (λi, Xi), where i = 1, . . . , n, and λi = biΛ/k is the rate of type i jobs per dispatcher. As in Section 3.3,
we assume that dispatchers operate independently and assign the n job size intervals randomly to the n servers.

Corollary 5 The mean waiting time in a multi-dispatcher system with k uncoordinated SITA dispatchers with homo-
geneous workload sharing n identical servers is given by

E[W SITA] =
ρ

2(1−ρ) E[X]

[
k − 1

k
E[X2] +

n

k

n∑
i=1

(bi)
2E[X2

i ]

]
, (19)

where the bi and Xi depend on n, but not on k.

Proof: This result follows from Proposition 3 as a special case. Namely, we let

λ(i)s = λs,

X(i) ∼ X,

so that X(i)
s ∼ Xs and pi = λ(i)/Λ = 1/k. Substituting these into (13) gives

E[W SITA] =
1

2(1− ρ)

k∑
i=1

λ

1− 1/k

n
E[X2] +

1

k

n∑
j=1

(bj)
2 E[(Xj)

2]

 ,
=

λk/n

2(1− ρ)

k − 1

k
E[X2] +

n

k

n∑
j=1

(bj)
2 E[(Xj)

2]

 .
The offered load is ρ = λkE[X]/n, so that

λk

n
=

ρ

E[X]
,

which yields (19). �
Note that with k = 1, (19) reduces to (4). Corollary 5 has several important further corollaries, especially for

larger systems. First, comparing the expressions (19) (for SITA) and (3) (for RND) reveals the following compact
relationship that generalizes the result of Remark 3.1 to systems with k > 1 dispatchers:

Corollary 6 The mean waiting time in a multi-dispatcher system with k SITA dispatchers and n servers is given by

E[W SITA] = E[WRND]
(

1− rn
k

)
, (20)

where rn is a load independent factor that depends solely on n and X ,

rn , 1− β(X,n) = 1− n

E[X2]

n∑
i=1

(bi)
2E[X2

i ],

and E[W RND] is given by (3).

9



The next corollary is an immediate consequence of Corollary 6, for systems with a large number of dispatchers,
k � 1:

Corollary 7 (Many dispatchers limit) For any fixed load ρ < 1, when the number of servers n is kept constant,
E[W SITA] is increasing in k, and when the number of dispatchers tends to infinity,

E[W SITA]→ E[W RND] as k →∞.

Remark 3.2 With coordination the k dispatchers would act as a single dispatcher, with the mean waiting time given
by (4). This gives the best-case performance with uncoordinated SITA dispatchers.

Let us next consider the many server limit n→∞, thus generalizing Proposition 2 for k ≥ 1 dispatchers.

Corollary 8 (Many servers limit) For any fixed load ρ < 1, when the number of dispatchers k is kept constant while
the number of servers n tends to infinity, we have

E[W SITA]→ ρ

2(1− ρ)E[X]

[
E[X2]− Var[X]

k

]
, as n→∞. (21)

Proof: With SITA, it holds that E[Xi]bi = E[X]/n. Arguing as in Proposition 2, we have E[X2
i ] = E[Xi]

2 in the
limit n → ∞, i.e. the variability in each size-interval eventually vanishes (given E[X2] is finite). Thus, the term
(bi)

2E[X2
i ] in the latter sum in (19) converges to E[X]2/n2, and

n

k

n∑
i=1

(bi)
2E[X2

i ]→ E[X]2

k
.

Therefore, from (19) we can deduce that

E[W SITA]→ ρ

2(1− ρ) E[X]

[
(k − 1)E[X2] + E[X]2

k

]
, as n→∞,

which yields (21). �

Remark 3.3 Comparing (20) and (21) reveals that

lim
n→∞

rn =
Var[X]

E[X2]
=

c2v(X)

c2v(X) + 1
, (22)

where c2v(X) denotes the squared coefficient of variation of the job sizes.

These corollaries imply that systems with multiple SITA dispatchers, unaware of each other, scale well as a function
of the number of servers n, whereas the performance quickly deteriorates with increasing number of dispatchers, k,
as quantified by (20).

One performance metric characterizing the increase is the (absolute) increase in the mean waiting time,

∆ , E[Wuc]− E[Wc],

where the subscript uc refers to the uncoordinated system, and subscript c to the system with coordination (equiva-
lently, with k = 1). For SITA with homogeneous workloads we have,

∆SITA = E[WRND] · rn · (1− 1/k),

where the first factor depends on the system parameters (base level performance), the second is a function of X and
the number of servers n, and the third depends only on the number of dispatchers k. However, instead of absolute
increase, one is often interested in the proportional increase (which is a dimensionless quantity):

Definition 4 (Price of ignorance) Let us define the price of ignorance for a dispatching policy α as the ratio of the
mean waiting times for that policy without coordination and with it,

γ ,
E[Wuc]

E[Wc]
.
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Table 2: Performance degradation with SITA due to multiple uncoordinated dispatchers. Coefficients rn in the limit
n→∞ are obtained from (22) : 1/4, 1/2 and 5/6.

E[W SITA]/E[WRND]
n U(0, 2) Exp(1) Weibull(1/2, 1/2)

n = 1 1 1 1
n = 2 1− 0.121/k 1− 0.330/k 1− 0.632/k
n = 3 1− 0.163/k 1− 0.399/k 1− 0.722/k
n = 4 1− 0.185/k 1− 0.429/k 1− 0.758/k
n = 5 1− 0.198/k 1− 0.446/k 1− 0.777/k
n = 6 1− 0.206/k 1− 0.456/k 1− 0.788/k
n = 7 1− 0.212/k 1− 0.464/k 1− 0.796/k
n = 8 1− 0.217/k 1− 0.469/k 1− 0.802/k
n = 9 1− 0.221/k 1− 0.473/k 1− 0.806/k
n = 10 1− 0.224/k 1− 0.476/k 1− 0.809/k

...
...

n =∞ 1− 0.250/k 1− 0.500/k 1− 0.833/k
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Figure 5: Left: The mean waiting time with RND, SITA without coordination (SITAuc) and SITA with coordination
(SITAc) with homogeneous exponentially distributed workloads with n = 4 servers and ρ = 0.5. With homogeneous
workloads, the full coordination is achieved if the servers are ordered. Right figure shows the price of ignorance for
systems with 2, 4 and∞ servers.

Corollary 9 (Price of ignorance with SITA) With SITA and homogeneous workloads, the price of ignorance is

γSITA =
1− rn/k
1− rn

,

which tends to (1− rn)−1 at the many dispatcher limit k →∞.

Remark 3.4 Note that the price of ignorance for RND is 1, i.e., (lack of) coordination has no effect. Moreover, from
(6), the price of using RND relative to SITA is

E[W RND]

E[W SITA]
= (1− rn/k)−1 .

3.6 Numerical Examples

In this section, we give some numerical examples that illustrate our results and the price of ignorance with the SITA
dispatching policy.

Example 3.5 Let us first assume that workloads at dispatchers are identical (see Section 3.5). Expressions for the
(scaled) mean waiting time with k SITA dispatchers and n shared servers are given in Table 2 for X ∼ Exp(1),
X ∼ U(0, 2) and X ∼ Weibull(1/2, 1/2). Note that n = 1 corresponds to the performance relative to RND. We
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Figure 6: Performance with heterogeneous exponentially distributed workloads with k dispatchers and k servers when
ρ = 0.6. If the servers are ordered, the performance decreases only moderately in this case. The figure on the left
depicts the mean waiting time, and the figure on the right the price of ignorance. Note that as k = n increases, also
the overall workload changes.

observe that the marginal gain from adding one more server quickly diminishes. Moreover, from (20) we can deduce
that, e.g., with X ∼ Exp(1), k ≥ 5 implies that the performance with SITA is within 10% of that with RND no matter
how large n is. That is, benefits from applying SITA vanish quickly when k increases a bit, which discourages its use
in multi-user environments!

Example 3.6 Suppose we have n = 4 servers and k dispatchers with equal exponentially distributed workloads:
λ(i) = Λ/k, and X(i) ∼ Exp(1). Figure 5(left) depicts the mean waiting time with RND, SITAuc and SITAc for
ρ = 0.5 as a function of k. The price of ignorance is evident and the performance with SITAuc quickly deteriorates to
the proximity of RND. The numerical values are in agreement with the values obtained for Exp(1) distribution in the
previous example. Figure 5(right) depicts the price of ignorance when n = 2, 4 and∞ (large system limit).

Example 3.7 Let us next fix the load, ρ = 0.6, and scale the system so that n = k. Moreover, the service time
distributions are dispatcher specific: X(i) ∼ Exp(µi), where

1

µi
= 1 + 2

i− 1

k − 1
,

so that the mean is 2. Note that the overall workload distribution offered to the system changes as k increases.
Figure 6 depicts the mean waiting time and price of ignorance with RND, SITAuc, SITAordered and SITAc as a function
of k. The price of ignorance is again striking without any coordination. However, if the servers are ordered, i.e.,
there is a common understanding between the dispatchers on what kind of jobs each server should receive, then the
performance degradation is reasonable across all values of k. This suggests that the companies who offer computing
resources to their customers should let their customers know about preferred usage of servers.

4 Round-Robin Policy

In this section, we revisit the popular Round-Robin (RR) routing policy, where dispatchers assign jobs sequentially to
the servers. RR is known to be optimal in several settings, where limited information is available, see, e.g., [1, 2, 3].
Implementation-wise, as with static policies, RR scales extremely well in the numbers of servers and dispatchers, as
only a dispatcher-specific local state information is needed for routing decisions (i.e., the server the previous job was
routed to). Formally, RR is defined as follows:

Definition 5 The Round-Robin (RR) routing policy assigns jobs sequentially to n servers, 1, 2, . . . , n, 1, 2, . . .. In
multi-dispatcher systems, each dispatcher follows its own phase.

The interesting aspect in our context is that in the presence of multiple RR dispatchers, their relative phases vary
constantly because the arrival times are random. Consequently, this affects the performance of the system and our
goal in this section is to quantify the performance degradation in this case.
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Figure 7: Simulation results with n ∈ {2, 4, 8} servers and k ∈ {1, 2, 4, 8, . . . , 128} dispatchers with RR. For every
ρ < 1, the performance deteriorates to that of RND as k increases. However, in the heavy traffic limit, the price of
ignorance vanishes.
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Figure 8: Simulation results with generalized round-robin and heterogeneous servers.

4.1 Simulation Experiments with Round-Robin

Unfortunately systems with multiple RR dispatchers are difficult to analyze, and thus we resort to simulation exper-
iments. Figure 7 depicts simulation results with RR for n = 2, 4, 8 servers. In each case, we vary the number of
dispatchers k = 1, 2, 4, 8, . . . , 128. Each sample is based on a simulation run consisting of about 100M jobs. The
y-axis corresponds to the relative mean waiting time (i.e., the price of ignorance, Def. 4)

γRR =
E[WRR]

E[WRR | k = 1]
,

and the x-axis is the offered load ρ. The service times are exponentially distributed, X ∼ Exp(1). For comparison,
the performance with RND is also shown.

In general, introducing multiple RR-dispatchers degrades the mean performance. We can make two interesting
observations: (i) For any finite ρ < 1, the performance with k RR-dispatchers converges to that of RND when k →∞.
This is the same observation as we made with multiple SITA-dispatchers. (ii) In contrast, as the offered load ρ tends
to 1, i.e., in the heavy-traffic limit, all curves corresponding to RR with different numbers of dispatchers k converge
to the same point as with one dispatcher! This suggests that no matter how large k is, RR still introduces some order
in the system that is extremely valuable under heavy load. Note that RND has significantly worse performance in this
limit.

Thus, SITA and RR behave quite differently when it comes to multiple dispatchers. With SITA, the performance
loss is independent of ρ, but increases as a function of k until it is equal to that of RND. RR also suffers from multiple
dispatchers, especially under low load, but at a varying degree depending on the offered load. In particular, at the
heavy traffic limit the price of ignorance vanishes and k RR dispatchers, unaware of each other, still work seamlessly
together.
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4.1.1 Heterogeneous Service Rates

Next we consider a heterogeneous scenario where Server 1 is twice as fast as Servers 2 and 3, i.e., n = 3. Dispatchers
are aware of the relative service rates and apply a generalized round-robin policy with pattern 1, 2, 1, 3, 1, 2, . . . that
balances the load. (See [22] for generalized RR for servers with heterogeneous speeds.) The job size distribution is
exponential with unit mean.

Figure 8 depicts the mean waiting time E[W ] scaled by ρ/(1 − ρ) as a function of ρ. Similarly as before,
the performance deteriorates as the number of dispatchers increases. However, all curves seems to converge at the
heavy-traffic limit when ρ → 1. Moreover, the performance in this limit appears to be the same as with (standard)
round-robin with 4 homogeneous servers.

4.2 Convergence in the Heavy-traffic Limit

This peculiar behavior that a system with multiple RR-dispatchers and a system with a single (centralized) RR-
dispatcher become equivalent (in terms of the mean waiting time) can be explained by sample path arguments. Let
us refer to the single dispatcher system as System A and to the multi-dispatcher system as System B. Suppose both
systems receive the same arrival pattern, which System B splits randomly to its k dispatchers. We refer to time periods
when all servers are busy as busy periods, and let T denote length of a busy period. As ρ → 1, the queue lengths
in both systems start to increase rapidly. The largest contributions to the mean waiting time are incurred during long
busy periods, during which a large number of jobs are routed to n servers.

Let us consider m consecutive arrivals and let random variable Cm denote the number of jobs the dispatcher(s)
assign to Server 1. Note that with RND and SITA, Cm has no other bounds than 0 ≤ Cm ≤ m, i.e., the support of
Cm grows linearly as a function of m. In fact, Cm obeys a binomial distribution, Cm ∼ Bin(p,m), where p is the
probability of routing a job to Server 1 (with RND, p = 1/n), and the variance Var[Cm] = mp(1− p) grows linearly
as a function of m.

With RR, the support of Cm is much smaller, and in particular, bounded, and so is the variance of Cm.

Lemma 2 The number of jobs routed to Server 1 with k dispatchers is bounded:⌊
m− (n− 1)(k − 1)

n

⌋
≤ C(k)

m ≤
⌈
m+ (n− 1)(k − 1)

n

⌉
. (23)

In the case of a single RR dispatcher, the bounds reduce to⌊m
n

⌋
≤ C(1)

m ≤
⌈m
n

⌉
. (24)

Proof: As (24) follows directly from (23), we can focus on the case of k dispatchers and (23). For the lower bound,
the slowest possible progress for C(k)

m is obtained with a pattern where the first k(n − 1) jobs are routed elsewhere
before Server 1 receives its first job. After that, every nth job is routed to Server 1, yielding⌈

m− k(n− 1)

n

⌉
≤ C(k)

m ,

which reduces to ⌊
m− (n− 1)(k − 1)

n

⌋
≤ C(k)

m .

The upper bound can be deduced similarly. The fastest possible progress for C(k)
m is attained with a pattern where

the first k jobs are all routed to Server 1, and after that every nth job, yielding

C(k)
m ≤ k +

⌊
m− k
n

⌋
,

which is equivalent to

C(k)
m ≤

⌈
m+ (n− 1)(k − 1)

n

⌉
.

�

Lemma 3 With k RR dispatchers, the variance of C(k)
m is bounded,

Var[C(k)
m ] < k2.
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Figure 10: The “Round-Robin cube” illustrates the multi-dispatcher Round-Robin system at different limits.

Proof: Relaxing the bound (23) a bit, we can write

m

n
− k < C(k)

m <
m

n
+ k,

and as the mean is within the same interval of length 2k, we have

Var[C(k)
m ] ≤ k2.

�
Thus, even though multiple RR dispatchers introduce some randomness in a short timescale, at a longer timescale,

“exactly” every nth job will get assigned to Server 1 (and similarly to any other server). This is the sole reason why
the performance of the two systems converges in the heavy traffic limit, where all (relevant) busy periods are (very)
long.

Proposition 4 The mean waiting time in a system with k RR dispatchers becomes equal to the mean waiting time
with a single RR dispatcher in the heavy traffic limit where ρ→ 1.

Proof: In the heavy-traffic regime, the main contribution to the mean waiting time is incurred during the long busy
periods. Suppose that during such a busy period each dispatcher in System B routes many more than n jobs, so that in
totalN � kn jobs are routed to the n servers. At the same time, the single dispatcher of System A routes basically the
same N jobs to the n servers (just in a slightly different order in short timescale). According to the bound (23), there
is very little room to wiggle and in any longer timescale, all servers receive the same number of jobs in both systems.
As the jobs routed to different servers are statistically identical with RR, the total number of jobs in the two systems,
on average, follow the same pattern. That is, referring to Figure 9, apart from the initial and final “transient” at the
start and at the end of the busy period, which become negligible in the heavy traffic limit, the two systems behave
essentially the same way in terms of the total number of jobs in the system. Thus, according to Little’s law, the mean
waiting times become equal as ρ→ 1. �

Corollary 10 The price of ignorance with Round-Robin vanishes in the heavy-traffic limit where ρ→ 1.

Considering the limit as n→∞, we have that dispatchers route jobs at practically constant time intervals to each
server (phases between the dispatchers vary at much slower time scale), yielding the k×D/G/1 system. Moreover, the
k×D/G/1 system is upper bounded by the D/G/1 queue with k-sized batch arrivals, yielding a bound for the price of
ignorance in this limit.

The cube in Figure 10 summarizes the behavior of the multi-dispatcher Round-robin system in the different limits.
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Figure 11: Simulation results with n ∈ {2, 4, 8} servers and k ∈ {1, 2, 4, 8, 128} dispatchers with RR and SITA. With
k > 1 dispatchers, the performance with SITA is worse than with RR.

4.3 Light traffic

In contrast to the heavy-traffic limit, in light traffic the price of ignorance for RR can be arbitrarily large. The mean
waiting time with a single RR dispatcher in the light traffic regime (when ρ ≈ 0) is [23],

E[WRR | k = 1] ≈ (nρ)n · 1

µ
.

With multiple dispatchers, the situation becomes worse and it is straightforward to show that

E[WRR | k > 1] ≈ ρ k − 1

k
· 1

µ
, ∀ n > 1.

Consequently, in light traffic the price of ignorance is

γRR ≈
k − 1

nnρn−1k
, n, k > 1,

which tends to infinity as ρ→ 0.

4.4 Comparison between RR and SITA

Figure 11 illustrates the performance ratio of SITA to RR with n ∈ {2, 4, 8} servers, k ∈ {1, 2, 4, 8} dispatchers and
exponential service times.

First we can observe that with a single dispatcher, the static SITA policy outperforms RR when the load is
sufficiently high. Intuitively, at high load the variability in service times affects performance more than the variability
in inter-arrival times. Indeed, the (relative) performance of SITA would be better if c2v(X) > 1. However, with k ≥ 2,
RR in consistently better than SITA. The difference is small with n = 2 servers, but tends to increase as a function of
n.

From (19), we can deduce that the mean waiting time with SITA in light traffic behaves linearly,

E[W SITA] ≈ ρ

2kE[X]

(
(k − 1)E[X2] + n

∑
i

(bi)
2E[X2

i ]

)
,

and consequently, with k > 1 and X ∼ Exp(µ),

E[W SITA]

E[WRR]
≈ 1 +

nµ2

2(k − 1)

∑
i

(bi)
2E[X2

i ].

That is, the ratio of the mean waiting times in the light traffic limit is 1 + g(n,X)/(k − 1), where the SITA-specific
factor g(n,X) is independent of k. This dependence of the overall relative performance on k can be observed also
from the simulation results.
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5 Conclusions

In large computing facilities, the available resources are often shared between multiple users operating their own
dispatchers independently of each other (cf. cloud computing and virtual machines); this is one source of server-side
variability. The assumed lack of coordination can lead to a performance degradation, a phenomenon we refer to
as the price of ignorance. We consider such systems when users apply either a static SITA or the classical round-
robin dispatching policy. Both policies scale well and allow independent operation. With SITA, we consider two
cases: either the servers are commonly ordered, or unordered. In the former scenario, all dispatchers can agree on
where they send their respective “short” and “long” jobs, whereas in the latter, each dispatchers assigns job types
to servers randomly. Our results show that: (i) The celebrated static policy SITA shows signs of weaknesses if
dispatching policies are not coordinated. We give exact closed-form results and show that the performance without
any coordination becomes equal to that of RND as the number of dispatchers increases (the many dispatchers limit).
We also consider the many servers limit, where the performance advantage of SITA relative to RND is highest, and
quantify the corresponding performance loss as a function of the number of dispatchers k. (ii) A similar pattern is
observed with the Round-Robin policy, i.e., as the number of uncoordinated dispatchers increases, the performance
decreases. However, in heavy traffic, even the small amount of coordination provided by RR leads to a dramatic
decrease in the mean waiting time and the price of ignorance vanishes. Our results assume homogeneous servers. If
there were pools of servers that are homogeneous within a pool, the results would carry over within each pool.
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